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Abstract:
Now in these days due to rapidly increasing network applications the data and privacy security in network is a key challenge. In order to provide effective and trustable security for network, intrusion detection systems are helpful. The presented study is based on the IDS system design for network based anomaly detection. Thus this system requires an efficient and appropriate classifier by which the detection rate of intrusions using KDD CPU dataset can be improved. Due to study there is various kind of data mining based, classification and pattern detection techniques are available. These techniques are promising for detecting network traffic pattern more accurately. On the other hand recently developed the hybrid models are providing more accurate classification. Thus a hybrid intrusion system is presented in this proposed work. That provides a significant solution even when the overall learning patterns are not available in database. Therefore, three different data mining algorithm is employed with system. Proposed system consists of K-mean clustering algorithm for finding the relationship among data in order to filter data instances. The implementation of the proposed classification system is performed using MATLAB environment and performance of designed classifier is evaluated. The obtained results from the simulation demonstrate after filtering steps. On the other hand the classification accuracy is adoptable with low number of training cycles with less time and space complexity.
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1. INTRODUCTION
Now in these days the network communication is growing continuously and adopted rapidly. The network technology having a large number of applications, this is now used for banking applications, shopping and others. Thus a significant amount of sensitive and private data is traversing through these networks. Due to data traversing through untrusted network, the loss of security and data is an essential concern in the network technology. The presented study provides a detailed investigation of the security aspects and their flaws. Therefore, in this study intrusion detection systems are learned and a new concept of intrusion system design is presented using hybrid classification technique.

The proposed hybrid classification technique involves the implementation of cluster analysis, Genetic algorithm [6, 10] and the KNN algorithm for classifying the KDD cup dataset[11]. KDD cup data set includes the 41 attributes [12] and a class label, thus total 42 attributes are available for classification. In this data set the classes are divided into two major classes’ normal and anomaly. The data set basically contains the basic network packets and their values for detection.
The proposed study includes the techniques and methodologies by which the classification and recognition of the malicious packets are easily performed using the training of hybrid classifier. This section provides the basic overview of the proposed study work.

2. INTRUSION DETECTION SYSTEM

IDS systems are a kind of security filter designed using software or hardware configuration for protecting the network. Therefore, intrusion detection system (IDS) examines all inbound and outbound network activity such as packet transactions, user activities and recognizes suspicious patterns. These patterns are analyzed using any network administrator defined rules, predefined constrains for network or using machine learning algorithms. That may specify a network or system attack [5] from someone attempting to negotiate or break into a system. There are numerous ways to categorize IDS:

**MISUSE DETECTION VS. ANOMALY DETECTION:** in misuse detection, the IDS analyses the information it collects and compares it to huge databases of attack signatures. Fundamentally, the IDS look for a particular attack that has already been documented. Like a virus detection system, misuse detection software is only as better as the database of attack signatures that it utilizes to evaluate packets against. In anomaly detection [3], the system administrator describes the baseline, or normal, state of the networks traffic load, breakdown, protocol, and typical packet size. The anomaly [7] detector observes network segments to evaluate their state to the normal baseline and look for anomalies.

**NETWORK-BASED VS. HOST-BASED SYSTEMS:** in a network-based system, or NIDS [4], the specific packets flowing through a network are analyzed. The NIDS [9] can identify malicious packets that are designed to be overlooked by firewalls simplistic filtering rules. In a host-based system, the IDS examines at the activity on each individual computer or host.

**PASSIVE SYSTEM VS. REACTIVE SYSTEM:** in a passive system, the IDS detect a potential security breach, log the information and signal an alert. In a reactive system, the IDS respond to the doubtful activity by logging off a user or by reprogramming the firewall to obstruct network traffic from the supposed malicious source.

Though they both relate to network security, an IDS varies from a firewall in that a firewall looks out for intrusions in order to stop them from happening. The firewall confines the access between networks in order to thwart intrusion and does not signal an attack from inside the network. An IDS calculates a supposed intrusion once it has taken place and signals an alarm. An IDS also watches for attacks that originate from within a system.

Working with all kind of system and is much complex, time consuming and expensive work for us, thus we work with first kind of system and modify it to make the IDS very powerful and attain better performance.

An Anomaly-Based Intrusion Detection System [1] is a system for detecting computer intrusions and misuse by monitoring system activity and classifying it as either normal or anomalous. The
classification will identify any kind of misuse that falls out of usual system operation, which is
depends on rules or heuristics, rather than patterns or signatures. It is as opposite to signature based
systems which can only identify attacks for which a signature has previously been created.

In order to verify what attack traffic is, the system must be taught to recognize normal system
activity. This can be accomplished in several ways, most often with artificial intelligence type

techniques[2]. Systems using neural networks have been used to great effect. One more method is
to describe what normal usage of the system includes using a strict mathematical model, and flag
any deviation from this as an attack. This is termed as strict anomaly detection.

3. SYSTEM ARCHITECTURE

This section describes the overall description of the proposed architecture in a data process flow
manner.

![Diagram of System Architecture](image)

The figure 1 system architecture describes the processing of the KDD cup dataset and their
classification technique. Therefore first the KDD cup training dataset is pre-processed and
attributes are converted into numerical data. Than after the K-mean traditional clustering algorithm
is applied on the dataset. This produces the clusters of data. These clusters having two groups of
data. The processing of k-mean clustering is given using below given table. During the pre-
processing following variables are utilized:

```
<table>
<thead>
<tr>
<th>Training Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-processing</td>
</tr>
<tr>
<td>K-mean Clustering</td>
</tr>
<tr>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>KNN</td>
</tr>
<tr>
<td>Performance Evaluation</td>
</tr>
</tbody>
</table>
```
a. Number of instances $I_n$
b. Number of attributes $A_n$
c. Number of class labels $C_n$
d. Data set $D_{m,n}$

<table>
<thead>
<tr>
<th>Input: $I_n, A_n, C_n, D_{m,n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: $NewD_{m,n}$</td>
</tr>
</tbody>
</table>

**Process:**

- a. Read all instances from $D_{m,n}$
- b. For each instances of $I_n$
- c. $[\text{indx}, \text{labels}] = \text{K-mean} (D_{m,n}, C_n, "euclidian distance")$
- d. End for
- e. Create a new Data array using new index and their class labels
- f. $NewD_{m,n}$

**Table 1 K-mean clustering**

After cluster formation the data is processed using the genetic algorithm. The genetic algorithm work in four different steps

1. **POPULATION GENERATION**: in this phase the data is evaluated again and for all the attributes the unique values are identified. Using this unique attribute values population generation is performed. The generated population is processed using the below given manner.

   **2. SELECTION**: Every iteration results a new generation of possible solutions (individuals) for a given search issue. In first, a number of sequences known as population of possible solution are created as initialization. Every individual in population is treated by encoding them into a chromosome to enhance using genetic operators. In next step chromosomes are assessed, the individual is produced by its string description or chromosome, and then its performance in relation to the target response is computed. That is required to obtain how fit this individual is in relation to the other in the population. According to individual’s fitness, a selection process selects the best pairs for the genetic modification. This selection technique is responsible to ensure the survival of the fittest individuals.

   **3. Crossovers**: Crossover one of the genetic operators used to recombine the population’s genetic material. It takes two chromosomes and swaps part of their genetic information to produce
new chromosome. As figure shows after the crossover has been arbitrarily selected, segments of the parent’s chromosome sequences.

4. MUTATION: The mutation operator provides new kind of genetic structures by randomly altering some of building blocks. Meanwhile the amendment is totally random and therefore not associated with previous genetic structures available in the population. “Mutation” it creates different structure associated to other segments of the search space. As shown in figure the mutation is implemented using altering an arbitrary bit from a chromosome sequence.

After finding the appropriate sequences in first round the KNN classification is applied to the generated sequences. And the following outcomes are evaluated on the test set.

<table>
<thead>
<tr>
<th></th>
<th>Normal</th>
<th>12437</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U2R</td>
<td>10291</td>
</tr>
<tr>
<td></td>
<td>R2L</td>
<td>10938</td>
</tr>
<tr>
<td></td>
<td>DOS</td>
<td>14028</td>
</tr>
<tr>
<td></td>
<td>Probe</td>
<td>12473</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>60167</td>
</tr>
</tbody>
</table>

Table 2 test dataset

After applying the classification the following outcomes are observed.

<table>
<thead>
<tr>
<th></th>
<th>Normal</th>
<th>12349</th>
<th>88</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>U2R</td>
<td>10250</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>R2L</td>
<td>10905</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>DOS</td>
<td>14000</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>Probe</td>
<td>12448</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>59952</td>
<td>215</td>
</tr>
</tbody>
</table>

Table 3 detection rate

According to the detection table 3 the overall performance of the system in terms of accuracy is 99.64% and the error rate of the system is .36%.

4. RESULTS

A. SYSTEM PERFORMANCE
This section provides the complexity of classification according to the input training set. The evaluation of the performance is given in terms of memory and training time of implemented classifiers.

**MEMORY CONSUMPTION**

The amount of main memory consumed during algorithm processing is known as memory consumption of space complexity. The proposed classification performance is given with increasing size of dataset instances and their respective memory values.

![Figure 4.1 memory consumption](image)

The evaluated memory consumption is provided using figure 4.1, in this diagram X axis provides the information about the dataset size in terms of data instances and respective memory consumption in terms of KB is given using Y axis. According to the evaluated results the obtained memory consumption is increases as the size of data set increase.

**TIME COMPLEXITY**

The amount of time required to perform classification task is known as the time complexity of the system. In this system three different classifiers are implemented one after another therefore the complexity is computed in terms of seconds with increasing size of data instances.

![Figure 4.2 time complexity](image)
The time consumption of the proposed classification model is given using figure 4.2 in this diagram the amount of time is given in Y axis and the X axis demonstrate the size of dataset. According to the evaluated performance the classifier needs more time as the size of data is increases. Thus that can be conclude time complexity of the proposed classifier system is optimal and consumes an adoptable amount of time.

B. IDS PERFORMANCE

In this section the performance of IDS system for detection of malicious pattern, thus the obtained performance of the system is given in terms of accuracy and error rate.

ACCURACY

The amount of data correctly classified over the given input patterns is known as accuracy of the system. That can also derive using the formula given:

\[
\text{Accuracy} = \frac{\text{total correctly classified samples}}{\text{total input samples}} \times 100
\]

![Figure 4.3 accuracy of system](image)

The accuracy of the system is given using figure 4.3, in this diagram the percentage accuracy of the system is given in Y axis and the number of dataset instances are given using X axis. According to the evaluated results the performance of classification is improved if the class distribution and all the attributes are contains the significant information otherwise the performance of classification is decreases as given for 6250 instances. Thus the accuracy of the system is depends upon the data provided as input for learning.

ERROR RATE

The error rate provides the information about the misclassified data over the given samples to classify, in this scheme the N-cross validation processes used for calculating the accuracy and error rate. The obtained error rate can be calculated using the formula:
error rate = \frac{\text{total incorrectly classified samples}}{\text{total samples given for classification}} \times 100

Or

text

error rate = 100 - \text{accuracy}

Figure 4.4 error rate

The obtained error rate from the classification system is given using figure 4.4 in this diagram the Y axis demonstrate the percentage error rate of the system and the X axis shows the number of instances in dataset.

5. CONCLUSIONS

Now in these days the communication system is affecting applications and use of applications, in this context security in this domain is a primary aspect in communication network. The proposed study is an investigation of IDS (intrusion detection system) and their design concept. For that purpose an intrusion detection system is developed using the analysis of KDD CUP 99’s dataset. In this intrusion detection system the main focus is given over classification and performance improvement of classifiers. Therefore, different algorithms are applied for filtering the data set features.

The proposed IDS system utilizes the K-mean clustering algorithm, Bayesian classification algorithm and finally the back propagation neural network. The implementation of the desired system is performed using MATLAB IDE. And using the confusion matrix the performance is evaluated.
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