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Abstract

The use of gold standard procedures in screening may be costly, risky or even unethical. It is, therefore, not admissible for large scale application. In this case, a more acceptable diagnostic predictor is applied to a sample of subjects alongside a gold standard procedure. The performance of the predictor is then evaluated using Receiver Operating Characteristic curve. The area under the curve, then, provides a summative measure of the performance of the predictor. The Receiver Operating Characteristic curve is a trade-off between sensitivity and specificity which in most cases are of different clinical significance. Also, the area under the curve is criticized for lack of coherent interpretation. In this study, we proposed the use of entropy as a summary index measure of uncertainty to compare diagnostic predictors. Noting that a diseased subject who is truly identified with the disease at a lower cut-off will also be identified at a higher cut-off, we substituted time variable in survival analysis for cut-offs in a binary predictor. We then derived the entropy of the functions of diagnostic predictors. Application of the procedure to real data showed that entropy was a strong measure for quantifying the amount of uncertainty engulfed in a set of cut-offs of binary diagnostic predictor.
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1. Introduction

Screening among the population at risk of a disease has historically been important element of disease control. The use of error-free (“gold” standard) test during screening may potentially pose high risk, expensive or sometimes unethical for large scale application. In this case other acceptable diagnostic binary diagnostic predictor that sorts the subjects either as having the disease (diseased) or not (disease-free) is first applied across a range set of cut-off points against gold standard to a selected sample. Its performance is then evaluated before large scale application. For example, if mammography was used to screen for breast cancer, the gold standard would be pathological classification of tissue biopsy. At any one cut-off point, the
diagnostic predictor yields either a true positive (TP), false positive (FP), false negative (FN) or a true negative (TN) result.

Traditionally, the performance of a binary diagnostic predictor has been evaluated using receiver operating characteristic (ROC) curve with the area under the curve (AUC) providing a summative measure of its performance. The ROC curve is simply a graph of true positive rate (sensitivity) against false positive rate (1 – specificity). Two important issues arise from this approach. One, sensitivity (proportion of test-positive among subjects who have the disease) and specificity (proportion of test-negative among subjects who do not have the disease) have different clinical consequences. Thus, depending on clinical importance of the test, one may be interested in either sensitivity or specificity and not the trade-off between the two. For instance, where treatment is expensive or involves potentially high risk procedures, a diagnostic predictor with high level of sensitivity may be preferred as opposed to low false positive rate (1 – specificity). The other issue is that the area under the ROC curve lacks clinical interpretation.

Where two or more binary predictive diagnostic predictors are available, one would like to quantitatively compare their sensitivities and select one diagnostic predictor over the other to roll out a screening program. In this paper, we describe how one would derive a descriptive summary measure, entropy, of the functions of a binary diagnostic predictor. The new index is an easy to compute. Its interpretation is based on information theory as the amount of uncertainty that the diagnostic predictor is able to provide within a set of consecutive cut-off points. Using a real data, we demonstrate how the index can be used to compare two or more diagnostic predictors.

2. Methodology

2.1. Study Design

A simple randomized screening test design was used for the study. In this design, the study individuals are first classified by gold standard as “diseased” or “non-diseased”. These individuals are then randomly assigned for screening to one of the two or more binary classifiers over a set of ordered cut-offs.

Let $C$ denote the outcome of a binary predictive classifier and $G$ be the outcome of the gold standard such that

$$C = \begin{cases} 
1 & \text{if the test result is positive} \\
0 & \text{if the test results is negative}
\end{cases}$$

and

$$G = \begin{cases} 
1 & \text{if a subject is diseased} \\
0 & \text{if a subject is non–diseased}
\end{cases}$$

Also let $i = 1, 2, ..., k$ denote a particular value of the random variable $X$ representing the cut-off point and $q = 1, 2, ..., s$ be the particular predictive classifier.

The quantity $n_{ij}^q$ represents results of the gold standard classification and screening by the predictive classifier where $c$ and $g$ represents the binary classifier and gold standard respectively. Then, the ordered tables of these values for a fixed $q$ form cumulative partial tables for given reference cells. Thus, for true positive we have $n_{11}^k > n_{11}^{k-1} > \ldots > n_{11}^{2} > n_{11}^{1}$. 
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Essentially, this means that if a diseased case was correctly identified at cut-off $X_i$ it will also be correctly identified at cut-off $X_{i+1}$. Similarly for false negative we have

$$n_{01}^q > n_{01}^{(k-1)q} > \ldots > n_{01}^{(k-1)q} > n_{01}^{kq}.$$  

For false positive we have $n_{10}^{kq} > n_{10}^{(k-1)q} > \ldots > n_{10}^{2q} > n_{10}^{q}$ and for true negative we have $n_{00}^{q} > n_{00}^{2q} > \ldots > n_{00}^{(k-1)q} > n_{00}^{kq}$.

### 2.2. Derivation of Entropy of the Sensitivity of a Classifier

In this section, we apply the concept of survival analysis to derive the entropy of true positive values. In survival analysis, the objects are observed over non-negative random variable $T$ representing the waiting time until the event occurs. Here we substitute the time variant with cut-off of predictor. Thus, we observe the $N$ subjects over some ordered cut-offs.

The confirmed diseased subjects $n$ will be distributed cumulatively across non-negative random variable $X$, $\alpha < x < \sigma$ representing the cut-offs. Using $n$ as the radix we can define the probability of “survivors” (those not yet identified yet they have the disease) across $X$. Let $f(x)$ be the probability density function and $F(x)$ be the cumulative distribution function of $X$ respectively.

By definition $F(x) = \Pr(X \leq x)$ ................................................................. 2.1

$F(x)$ gives the cumulative probability that the subject was correctly identified by cut-off $x$. The function $F(x)$ is the true positive rate at $x$ such that $F(\alpha) = 1$ and $F(\sigma) = 0$.

The survival function is be given by

$$S(x) = \Pr\{X > x\} = 1 - F(x) = 1 - \int_{\alpha}^{\sigma} f(x)dx$$ ................................................................. 2.2

The survival function gives the probability that a diseased subject is not yet correctly identified by cut-off $x$. This means in the lowest cut-off $\alpha$, none of the diseased subject is identified with the disease while in the highest cut-off $\sigma$ all the diseased cases will be identified as diseased.

$$S(x) = \frac{\text{Number of diseased cases not yet identified by cut-off } x}{\text{confirmed number of diseased cases}}$$ ................................................................. 2.3

Equation 2.3 represents the false negatives at cut-off $x$.

Let $\lambda(x)$ be some hazard function representing the instantaneous rate of correctly identifying the diseased subjects within some criteria interval $dx$ of the predictor. By definition

$$\lambda(x) = \lim_{dx \to 0} \frac{\Pr\{x < X \leq x + dx / X > x\}}{dx}$$ ................................................................. 2.4

The numerator of the hazard function can therefore be written as the ratio of the joint probability that $X$ is in the interval $x, x + dx$ and $X > x$ to the probability of the condition $X > x$. Thus

$$\lambda(x) = \lim_{dx \to 0} \frac{\Pr\{x < X \leq x + dx \text{ and } X > x\}}{\Pr(X > x)dx}$$ ................................................................. 2.5

But \( \Pr \{ x < X \leq x + dx \text{ and } X > x \} = f(x) \, dx \) for small \( dx \) and \( \Pr(X > x) = S(x) \).

Hence \( \lambda(x) = \lim_{dx \to 0} \frac{\Pr \{ x < X \leq x + dx \text{ and } X > x \}}{\Pr(X > x) \, dx} = \frac{f(x) \, dx}{S(x) \, dx} = \frac{f(x)}{S(x)} \) .................. 2.6

This implies \( \lambda(x) = \frac{f(x)}{S(x)} \) is the hazard function.

Now \( \frac{d}{dx} S(x) = \frac{d}{dx} \{1 - F(x)\} = - \frac{df(x)}{dx} = - f(x) \Rightarrow - \frac{d}{dx} S(x) = f(x) \) .................. 2.7

This means \( \lambda(x) = \frac{f(x)}{S(x)} = - \frac{d}{dx} \frac{S(x)}{S(x)} = - \frac{d}{dx} \ln S(x) \) .................. 2.8

Thus \( \lambda(x) = - \frac{d}{dx} \ln S(x) \) .................. 2.9

Equation 2.9 represents the proportion of change of sensitivity over interval \( dx \). The survival function (false negative function) can be expressed as a function of hazard function (true positive function) over some cut-offs such that for \( S(x_0) = 1 \) we have

Thus \( \int_{x_0}^{x} \lambda(x) \, dx = - \int_{x_0}^{x} \ln S(x) \, dx = - \ln S(x) \bigg|_{x_0}^{x} = - \ln S(x) \) .................. 2.10

It is to be noted that \( S(x_0) = 1 \) and thus \( \ln(1) = 0 \).

\( \int_{x_0}^{x} \lambda(x) \, dx = - \ln S(x) \Leftrightarrow S(x) = \exp \left\{ - \int_{x_0}^{x} \lambda(x) \, dx \right\} \) .................. 2.11

Thus \( S(x) = \exp \left\{ - \int_{x_0}^{x} \lambda(x) \, dx \right\} = e^{-\psi(x)} \) .................. 2.12

In this case, we have \( S(x) = e^{-\psi(x)} \) where \( \psi(x) = \int_{x_0}^{x} \lambda(x) \, dx \) is the cumulative hazard function of \( X \).

Now the expectation of \( X \) is given by \( E[X] = \mu \). By definition

\( \mu^0 = \int_{-\infty}^{\infty} x f(x) \, dx = \int_{-\infty}^{\infty} x \frac{d}{dx} S(x) \, dx = \int_{0}^{\infty} x \frac{d}{dx} S(x) \, dx \) .................. 2.13

\( \mu^0 = - \int_{0}^{\infty} x \frac{d}{dx} S(x) \, dx \). Equation 2.13 represent the mean cut-off point.

Integrating \( \int_{0}^{\infty} x \frac{d}{dx} S(x) \, dx \) by parts \( \int u \, dv = uv - \int v \, du \)

we have \( u^0 = - \int_{0}^{\infty} x \frac{d}{dx} S(x) \, dx = \left[ x \, S(x) - \int S(x) \, dx \right]_{0}^{\infty} = - x S(x) \bigg|_{x=0}^{\infty} + \int_{0}^{\infty} S(x) \, dx \)
Now \( S(0) = 1 \) and \( S(\infty) = 0 \). Then \( \mu^0 = \int_0^\infty S(x)dx \) ………………………………2.14

Putting it in simple terms, the mean of \( X \) is the integral of the survival function \( S(x) \). The survival function \( S(x) \) in our case is the false negative function.

It is then possible to link the expectation of \( X \) and the hazard function. Thus \( \mu^0 = \int_0^\infty S(x)dx = e^{-\varphi(x)} \) dx …………………………………3.15

Suppose now that \( \psi(x) \) is changed by 100\( \delta \)% to become \( \psi(x)(1 + \delta) \). We show how this translates into changes in expectation of \( X \). First \( S(x) \) becomes \( S^*(x) \).

\[
S^*(x) = \exp\left\{-\int_0^\infty \psi(x)(1 + \delta) \right\} dx = S(x)^{1+\delta} \quad \text{…………………………2.16}
\]

\[
S^*(x) = S(x)^{1+\delta} \quad \text{Then the new expectation of the false negative function becomes}
\]

\[
\mu^* = \int_0^\infty S^*(x)dx = \int_0^\infty S(x)^{1+\delta} \quad \text{………………………………2.17}
\]

\[
\mu^* = \int_0^\infty S(x)^{1+\delta} \quad \text{To find the effect of \( \delta \) on the expectation of \( X \) we find the derivative of \( \mu^* \) with respect to \( \delta \).}
\]

In this case

\[
\frac{d\mu^*}{d\delta} = \int_0^\infty \ln S(x).S(x)^{1+\delta} dx \quad \text{………………………………2.18}
\]

and within the neighborhood of \( \delta = 0 \) we get

\[
\frac{d\mu^*}{d\delta} = \int_0^\infty \ln S(x).S(x)dx \quad \text{………………………………2.19}
\]

Now \( \frac{\Delta\mu^*}{\Delta\delta} = \int_0^\infty \ln S(x).S(x)dx \) implying \( \Delta\mu^* = \Delta\delta \int_0^\infty \ln S(x).S(x)dx \)

\[
\frac{\Delta\mu^*}{\mu} = \frac{\Delta\delta \int_0^\infty \ln S(x).S(x)dx}{\int_0^\infty S(x)dx} = -H(X)\Delta\delta \quad \text{………………………………2.20}
\]

The quantity \( H(X) = - \frac{\int \ln S(x).S(x)dx}{\int S(x)dx} \) …………………………………2.21
is the entropy of the survival function (false negatives). In general, the entropy of any probability density function \( f(x) \) is given by 
\[
H(X) = -\int \ln f(x) f(x) dx = -\sum_{i} \ln f(x_i) F(x_i) \frac{1}{\sum F(x)}.
\]
This is similar to Shannon entropy 
\[
H(X) = E[-\log_b P(X)] = -\sum_{i} p(x_i) \log_b p(x_i)
\]
extcept that \( F(x) \) is a cumulative distribution function of \( X \) and that the former is weighted with 
\[
\frac{1}{\sum F(x)}.
\]
For \( b = 2 \) the unit of entropy is bit, for \( b = e \) the unit of entropy is nat and for \( b = 10 \) the entropy unit is dit (or digit).

In the event \( p(x_i) = 0 \) for some \( i \) the value of the corresponding summand \( 0 \log_b 0 \) is taken to be 0 which is consistent with 
\[
\lim_{p \to 0^+} p \log(p) = 0.
\]

Entropy is a measure of the uncertainty in a random variable (Martin et al, 2011). It can be as low as zero \( H(X) = 0 \) if the sensitivity of the classifier was 100% for all values of \( X \). In this case, the ROC curve would be a straight line on the upper side from \([0,1]\) to \([1,1]\). The highest value of \( H(X) \) can be got from the criteria defining a horizontal line from \([0,0]\) to \([1,1]\). The closer \( H \) is to zero the better the sensitivity of the predictor. When \( H(X) = 0 \), the classifier is perfect and taking the subjects through the entire criteria provides no information.

Just like partial area under the ROC curve, partial entropy can be computed for a set of cut-offs if known to be of clinical importance. In this case we integrate with the interval of under consideration.

3. Application of Entropy to Real Data

We compared sensitivities of two classifiers measuring the carbohydrate antigen 19-9 (CA 19-9). Elevated levels of CA 19-9 (> 37 U/mL) has been found to be associated with gastrointestinal carcinomas particularly in pancreatic cancer. We thus, bench marked our cut-off point at 40 U/m and weighted cut-off above 40 U/Ml nearly twice to spread the possibility of cancer detection. Our cut-offs thus ranged between \( X > 110 \) and \( X > 0 \) at arbitrarily interval of 10 U/mL. Entropies of the true positive functions of both diagnostic predictors were estimated as \( H_1(X)_{se} 0.3079 \) and \( H_2(X)_{se} 0.7535 \). The results of entropy show that diagnostic predictor 2 delivered more than twice the information delivered by diagnostic predictor 1. Overall, thus, diagnostic predictor 1 was twice likely to correctly identify a subject with a disease compared to diagnostic predictor 2.
4. Conclusion

Entropy enjoys variety of interpretation and therefore used in a wide range of disciplines to measure the degree of randomness in a system. Using a simple screening design, we substituted time variable in survival analysis for cut-offs in binary diagnostic predictor and demonstrated how disorder in a binary predictor can be assessed using entropy of any of its four functions; true positive rate, false positive rate, false negative rate and true negative rate. Depending on the clinical importance of these functions, their entropies can be used to compare the amount of uncertainty that the diagnostic predictors derives across a set of cut-off or criteria.
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