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ABSTRACT

The development of wireless sensor networks was motivated by military applications such as battlefield surveillance; today such networks are used in many industrial and consumer applications, such as industrial process monitoring and control, machine health monitoring, and so on. Wireless sensor Networks (WSNs), is one of the most rapidly growing scientific domain. This is because of the development of advanced sensor nodes with extremely low cost and the potential application of such sensor nodes are ever growing. One of the characteristic feature of WSNs compared to the traditional wireless communication networks, is the power awareness, due to the fact that the batteries of the sensor nodes have restricted lifetime and are difficult to be replaced. This is why we focus on power awareness, while the traditional wireless networks mainly focuses on the QoS. A typical sensor node consumes most of its energy during communication. However, energy expenditure takes place while performing sensing and data processing too. This work suggests the development of an advanced hierarchical routing technique, which gives improved performance over the existing techniques. Power consumption is highly reduced, thereby greatly reducing the cost of network and hence the lifetime of nodes can be greatly improved.
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1. INTRODUCTION

A Wireless Sensor Network [1] consists of a group of spatially distributed sensor nodes which are interconnected without using wires. Each of the distributed sensor nodes typically consists of one or more sensing elements, a data processing unit, communicating components and a power source, which is usually a battery. The sensed data is collected, processed and then routed to the
desired end user through a designated sink point, referred as base station. Now it has become feasible to construct multifunctional sensor nodes with advanced capabilities. Such sensor nodes are relatively of smaller size, lower cost and lesser power consumption. WSNs are originally motivated for the use in military applications, such as border monitoring. Now a day it is mainly focused on civilian applications such as environment monitoring, object tracking and biomedical applications.

2. RELATED WORKS

WSNs consist of hundreds of even thousands of sensor nodes which may be sparsely distributed in remote locations. Thus, it becomes infeasible to recharge or replace the dead batteries of the nodes. As soon as, some of the sensor nodes in a WSN [2] run out of energy, they stop functioning causing progressive deconstruction of the network. Therefore, one of the most stringent limitations that the development of a WSN faces is that of power consumption. Hence each and every protocol should be so designed, that minimum energy should be consumed during sensing, processing and communication. Three layers are involved in the functioning of a WSN. Physical and data link layers, of the protocol stack deals with energy awareness, radio communication hardware, low duty cycle issues, system partitioning and energy aware MAC protocols. At the Network layer, of the protocol stack, the main aim is to find ways for energy efficient route setup and reliable data transmission from the sensor nodes to the base station in order to prolong the overall network lifetime as much as possible. The routing protocols proposed have is the Hierarchical routing protocols. The main idea is that, every sensor node within a WSN is grouped along with some other of its neighboring nodes so as to constitute a specific cluster. Data collected by the sensor nodes are not directly transmitted to the Base station. Instead, a node of the cluster called Cluster head, collects these data and forwards them to the base station after possibly having performed appropriate data aggregation. The major hierarchical routing algorithms [3] for sensor networks are LEACH, TEEN and SHPER.

The initial step in the generation of LEACH (Low Energy Adaptive clustering of Hierarchy), is the formation of clusters. More precisely, each sensor nodes decides whether or not to become the cluster head for the current round. The decision is based on the priority and also on the number to time the node has been a cluster head so far. The cluster nodes collect the data and send them to the cluster head. The radio to each cluster nodes can be turned off when there is no sensing takes place. When all the data have been received the cluster head aggregates the data in to a single composite signal. The composite signal is sent to the base station. The SHPER (Scaling Hierarchical Power efficient Routing) protocol includes base station and sensor nodes which are randomly distributed over a bounded area of interest. Both the Base station and sensor nodes are found to be stationary. The end users can access the data from the base station, which is located far away from the sensor field. All the cluster nodes are grouped in to cluster. Within each cluster, one of the cluster nodes is elected to be the cluster head. The election of cluster heads in SHPER is based purely on the residual energy.

In case of TEEN (Threshold sensitive Energy Efficient Network) protocol, the initial stage is the formation of clusters. In this mechanism each cluster member nodes becomes cluster head for a time interval called cluster period. The cluster heads that are nearer to the base station, that can communicate with the base station with reasonable power consumption is considered to the
highest level cluster head. Similarly, the cluster head which is located far away from the base station is considered to be the lowest level cluster head. The operation of SHPER, protocol includes two main phases namely the initialization phase and the steady state phase. The Base station decides which node should be a cluster head. The nodes other than cluster head becomes cluster nodes. Each cluster head, along with some cluster nodes are grouped together to form a specific cluster.

The Base station sends the ID of each cluster heads which are newly elected. After that each node decides, to which cluster it belongs to and it informs its cluster head that, it will be a member of that cluster. The cluster head informs each of its cluster nodes when it can transmit. Accordingly the data is collected by the cluster head and aggregated, further being transmitted to the base station.

3. LIMITATIONS OF EXISTING SYSTEM

LEACH [4] protocol has the disadvantage, when periodic transmissions are unnecessary, thus causing pointless power consumption. The election of cluster head is based on priority, and hence there is a possibility for weaker nodes to be drained because they are elected to be cluster heads as frequently as the stronger nodes. Moreover the protocol is based on the assumptions that all nodes begin with the same amount of energy capacity in each election round and all the nodes can transmit with enough power to reach the base station if needed. Nevertheless, in many cases these assumptions are unrealistic. TEEN [5] protocol has been developed for reactive networks so as to respond to sudden changes in the sensed attributes. This makes it appropriate for time critical applications. However, TEEN [11] is not suitable for applications where periodic reports are needed. In case of SHPER [6], the election of cluster heads is purely based on the base station. Hence unnecessary transmissions occur between the base station and cluster heads. Also the base station should keep track on the sensor nodes in order to decide which node has the highest residual energy. Hence unnecessary transmissions occur between the base station and cluster nodes, thereby causing increased power consumption.

4. FEATURES OF PROPOSED SYSTEM

This work suggests a new idea over the existing techniques. In case of existing techniques, the election of cluster heads and cluster nodes are entirely done by the base station. Hence they require additional power consumption. The work mainly suggests the cluster head to be completely responsible for all the process including the election of cluster heads and cluster nodes. The cluster head normally calculates the power consumed by the nodes which normally depends on the available power at the nodes and distance between the nodes and the cluster head. Two thresholds are used namely hard threshold and soft threshold. Hard threshold is the minimum possible value, of an attribute to trigger a sensor node to switch on its transmitter and transmit to the cluster head. Soft threshold is a small change in the value of the sensed attribute that triggers the node to switch on its transmitter and transmit data. The hard threshold [7] tries to reduce the number of transmission by allowing their nodes to transmit only when the sensed attribute is beyond a critical value. In a similar way, the soft threshold further reduces the number of transmissions that might have otherwise occurred when there is little or no change in the sensed attribute. At every cluster change the values of both the thresholds can be changed.
and thus enabling the user to control the tradeoff between energy efficiency and data accuracy. The cluster nodes [8] transmit the sensed data to the cluster head.

The main characteristic feature of this method is that, residual energy is transmitted along with the sensed data by the cluster nodes to the cluster head. The cluster head only transmits the aggregated data to the base station. Moreover every process such as initialization, formation of clusters, election of cluster heads and monitoring the residual energy [9] are entirely done by the cluster head. Store and forward technique is followed at the cluster head, so that the sensed attribute along with the residual energy [10] is collected from the cluster nodes, stored at the cluster head, further the aggregated data alone is forwarded to the base station. Since the base station has no direct link with the cluster nodes, unnecessary transmissions [16] are avoided, thereby saving enormous power. The simulation is performed by using the GloMoSim Simulator.

5. BASIC CONCEPT OF THE SCHEME

As described, cluster heads need to be evenly distributed over the whole network for saving energy [17]. In our scheme, we try to avoid redundant creation of cluster heads in a small area. The main activities in the set-up phase are election of candidate nodes, selection of cluster heads, scheduling at each cluster, and discovery of cluster head for CH-to-CH data transmission. During set-up phase, each node first decides whether or not it can become a candidate node in each region for the current round. This decision is based on the value of the threshold T(n) as used in LEACH protocol. As seen in Equation 1, p should be given a large value in order to elect many candidate nodes. Cluster heads are elected among the candidate nodes. We utilize an advertisement message to elect cluster heads. For this, the candidate nodes use a CSMA MAC protocol. Each candidate node broadcasts an advertisement message within its transmission range. This range is dependent on the maximum distance between the levels. In our scheme, the advertisement range is given double of the maximum distance (about 55 m) to cover other levels. When a candidate node is located within a × Advertisement Range where the value of a is predetermined between 0 and 1, it has to give up qualification of candidate node and has to stop joining the competition. Ordinary node, by contrast, decides the cluster to which it will belong for this round. This decision is based on the signal strength of the advertisement message. After each node has decided to which cluster it belongs, node must transmit its data to the appropriate cluster head (which is a member of the same cluster). After cluster head receives all the messages from the nodes that would like to be included in the cluster and based on the number of nodes contained in the cluster, the cluster head creates a TDMA schedule and assigns each node a time slot when it can transmit.

Each cluster head broadcasts this schedule back to the nodes in the cluster. Finally, cluster heads form CH-to-CH routing path for data transmission of the steady-state phase. After schedule creation, each cluster head performs cluster head discovery to find an upward cluster head to reach the sink. For this, each cluster head utilizes two-way handshake technique, with REQ and ACK message. Each cluster head broadcasts REQ message within advertisement range. Upward cluster head receiving this REQ message transmits ACK message back to the cluster head that transmitted REQ message. When the node that transmitted REQ message receives ACK message, it chooses this cluster head which transmitted ACK message as the next hop. If cluster head cannot find upward cluster head, it chooses the sink as the next hop.
Figure 1: Example of operation by our scheme

The above figure 1 shows operation an example of our scheme. In Figure 1(a), candidate nodes (grayed dot) are elected using threshold function by themselves. There are numerous candidate nodes more than cluster heads in Figure 1(b). Finally, Figure 1(c) shows an example of CH-to-CH routing path to the sink for data transmission. Each cluster head transmits aggregated data to the sink along this routing path.

6. CONCLUSION

This paper is concerned with hierarchical routing in wireless sensor networks. The main feature of this routing technique, compared to the existing techniques, is that the election of cluster head, cluster nodes and monitoring of residual energy, etc are purely done by the cluster head. Since base station does not involve in these process, residual energy transmission over long distances is avoided, thereby reducing power consumption to much extent. It is noted that the first node death and the last node death are delayed and the overall network lifetime is prolonged.
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